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Figure 1: (a) Tongue gestures being used to control a head-worn device. (b) A hands-free game using Gaze & Tongue. (c) Tubular
bell instrument controlled using Gaze & Tongue.

ABSTRACT
Gaze tracking allows hands-free and voice-free interaction with
computers, and has gained more use recently in virtual and aug-
mented reality headsets. However, it traditionally uses dwell time
for selection tasks, which suffers from the Midas Touch problem.
Tongue gestures are subtle, accessible and can be sensed non-
intrusively using an IMU at the back of the ear, PPG and EEG.
We demonstrate a novel interaction method combining gaze track-
ing with tongue gestures for gaze-based selection faster than dwell
time and multiple selection options. We showcase its usage as a
point-and-click interface in three hands-free games and a musical
instrument.

CCS CONCEPTS
• Human-centered computing→ Human computer interac-
tion (HCI); Gestural input; Interaction techniques.
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1 INTRODUCTION
Head-worn devices are used in a wide range of settings where users’
hands are occupied or otherwise impaired in movement. These
include virtual and augmented reality (VR/AR) headsets, earphones,
headphones and glasses. A variety of people rely on hands-free
interaction, for example, people with permanent impairments such
asmuscular dystrophy and stroke, and temporary impairments such
as driving, cooking, and exercising. Some of themost popular means
of providing hands-free interaction include speech recognition, and
more recently, eye-tracking paradigms such as gaze and dwell.

However, input using speech or eyes is not ideal in certain con-
texts. Speech recognition is inapplicable in noisy environments,
which degrade the acoustic signal quality, or in public, where the
voice can be easily overheard. Eye tracking has gained more usage
in recent years [6]. However, prominent input paradigms, such as
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“dwell", suffer from the Midas Touch problem [9], where users can
unintentionally select options while looking around the screen.

In this work, we validated a novel method of providing hands-
free, voice-free input in head-worn devices, one which makes use of
silent and near-invisible tongue gestures. Although most previous
works required custom hardware with highly invasive sensors near
or even inside the mouth, we demonstrate that tongue gestures can
be recognized from sensors already present in existing head-worn
devices. In particular, we found that inertial measurement units
(IMUs) were the most useful among such sensors, but other sen-
sors like photoplethysmography (PPG) and electroencephalography
(EEG) can provide valuable supplementary signals. We explored
how tongue gestures could be combined with eye-tracking to per-
form simple point-and-click actions, hands-free. We found that
this multimodal solution overcame the Midas Touch problem, and
delivered input significantly faster (400ms) than existing eye-only
input methods (~900ms). We demonstrate this input method in
various hands-free games and use it to perform an excerpt from
Beethoven’s 9th symphony.

2 PREVIOUS WORK
Past work on eye-tracking has used different control schemes where
the dwell-based interaction can be turned on/off [5] or selection
is performed using different multimodal gestures [3]. Moreover,
gesture-based interaction is faster than dwell-based interactions
and can have fewer error rates [2]. Many interfaces using alterna-
tive selection methods require hand movement, but some papers
have proposed facial and mouth-based interaction methods as ac-
cessible, hands-free selection approaches. For example, Zhao et al.
used teeth clicks to enable typing with gaze tracking [16]. Surakka
et al.’s frowning and Tuisku et al.’s Wireless Face Interface use fa-
cial muscle activations as a selection method [14, 15]. Meanwhile,
ClenchClick has applied teeth clenching as a selection method in
augmented reality, showing the promise of such methods in head-
worn devices [12].

The tongue offers a versatile alternative to such interfaces as it
allows for multiple gestures and provides haptic feedback for its
completion through the walls of the mouth [1]. Tongue gestures
can also be performed with the mouth closed, making them nearly
invisible to an observer and more appropriate for public settings
than past methods. Where early work on tongue interfaces used
invasive sensors within the mouth [11], recent work has shown
that tongue movement can be sensed non-intrusively using sensors
around the face. For example, IMUs near the ear can detect motion
from the styloglossus muscle to give information on tongue and
jaw movements [7, 13]. Further, the glossokinetic potential gener-
ated by the tongue allows tongue movement to be distinguished
in EEG signals [8, 10]. However, past interfaces have used inva-
sive, custom sensors and used open-mouth interaction methods
such as silent speech, which are not as private as closed-mouth
tongue gestures. To address these limitations, we explored whether
closed-mouth tongue gestures could be recognized using sensors in
commercial head-worn devices. We found that multimodal sensing
could be used to recognize up to 8 closed-mouth tongue gestures.
As such, our work demonstrates that closed-mouth tongue gesture
recognition can be achieved affordably with off-the-shelf devices.

3 METHODOLOGY
We combined sensor data from two off-the-shelf head-worn de-
vices and asked a sample of 16 participants across two locations to
perform a series of eight tongue gestures. Using a Random Forest
classifier, we found that up to 8 tongue gestures could be recognized
with over 90% accuracy. Further, the recognition was fast, comput-
ing classification results in less than 10ms and only requiring 400ms
time windows from the sampled sensors. Our final models used a
subset of sensors including electroencephalography (EEG), inertial
measurement units (IMUs) and photoplethysmography (PPG).

3.1 Hardware
Our Gaze & Tongue interface consists of a Muse 2 EEG headset and
a Tobii 4C desktop eye tracker. In initial experimentation and data
collection, we used the Muse 2 with the HP Reverb G2 Omnicept
Edition VR headset [4], which contained an embedded Tobii eye
tracker in the headset. While this was more appropriate for our
goal of experimenting with head-worn devices and gave access to
a broader range of sensors, we noticed that we could get greater
than 90% accuracy using only sensors on the Muse 2 headset, in
particular with the IMU located at the back of the ear. Some of the
sensors we expected to make use of on the HP Reverb G2, such
as the mouth camera, could not be used since participants were
wearing face masks as COVID safety precautions. Moreover, using
only one headset significantly reduced don and doff time, which is
important for our live demonstration to allow more people to try
on the system. For the Muse 2 headset, the IMU data was sampled
at 52Hz, EEG at 256Hz, and PPG at 64Hz. These were streamed to
the computer over Bluetooth via BlueMuse and recorded using the
Lab Streaming Layer (LSL) protocol.

Figure 2: 8 tongue gestures developed for use with the inter-
face. A subset is used for the demonstration.



Gaze & Tongue: A Subtle, Hands-Free Interaction for Head-Worn Devices CHI EA ’23, April 23–28, 2023, Hamburg, Germany

Figure 3: Applications used in the demonstration. (a) Eyes First - Maze. (b) Eyes First - Match Two. (c) Eyes First - Double Up. (d)
Tubular.

3.2 Gestures & Interaction
The full list of gestures available for use in our interface is shown
in 2. User-independent models for these gestures were developed
with a total of 4,800 trials per gesture, across 16 participants with
300 trials per gesture each. For our Gaze & Tongue interface, we
chose to use only the “Single Tap” gesture, as it was the simplest,
for most of our interactions in our demonstration. We also included
one hands-free game called Eyes First - Double Up (further described
in Section 4) that used four gestures from this list as an example
of multi-gesture control schemes. This provides greater versatility
than gaze & dwell because it allows for similar functionality to a
“right click” or “menu” without requiring multiple selections.

3.3 Real-Time Recognition
The pipeline for obtaining data from the sensors and performing
real-time recognition is shown in Figure 4. Data is streamed to a
Python recognizer using LSL. We use a moving window of 400
milliseconds to detect gestures, faster than most dwell-based inter-
action schemes. The Python script performs real-time classification
by running Principal Component Analysis on IMU and PPG and
Independent Component Analysis on EEG data, followed by a Ran-
dom Forest model for gesture classification. The script executes a
click or key press whenever a gesture is recognized, which is then
registered by hands-free applications built using the Universal Win-
dows Platform (UWP). To reduce false positives, we implemented a
“cooldown” period of 0.5 seconds between each successful gesture
recognition and required the gesture to be detected two frames in
a row before executing the action.

Figure 4: Pipeline for gathering data from devices and per-
forming real-time recognition.

4 POINT-AND-CLICK INTERACTIONS WITH
GAZE & TONGUE

We demonstrate our Gaze & Tongue interface in three hands-free
games and a musical instrument, the Tubular Bells. These appli-
cations have built-in eye tracking functionality and are available
publicly on the Microsoft Store except for the musical instrument.
The applications are shown in Figure 3. For our live demonstration,
we plan to alternate between these applications to show different
use scenarios of the system. However, we plan to use the musical
instrument for most of the live demonstration as we believe it will
be the most enjoyable application for observers and participants.

The first game, Eyes First - Maze is a simple maze that the player
navigates by pointing at a tile with gaze and clicking by tapping
their teeth with their tongue, using the “Single Tap” gesture. The
second game, Eyes First - Match Two is a matching game where
players gaze at the card they would like to select and perform
the “Single Tap” gesture with their tongue to select it. This game
includes greater distance between selections, with the potential for
false positives while moving between cards. The third game, Eyes
First - Double Up is similar to the popular game 2048, where blocks
are combined together to increase the player’s score. The game
controls are different than the first two, as it demonstrates what a
tongue-only interaction might look like by mapping four gestures
onto the different swipe directions. We chose to use a “Single Tap”,
“Left Cheek”, “Right Cheek”, “Mouth Floor” gesture configuration
to spatially map the directions to the sides of the mouth.

The final application, Tubular is a musical instrument with a
single chord, and users can play the instrument via “Single Tap”
gestures while gazing at the key they would like to press. Of note
is the fact that we only need a single target for each key, whereas a
dwell-based system would need two targets for repeated presses.
We chose to include a musical instrument in our demonstration as
it shows the temporal precision of our system. While the sounds
of the instrument are computer-generated by default, the app also
has the functionality to connect to a physical instrument called
the Galactic Bell Star, which we include in our video. However,
the physical instrument would be very expensive and challenging
to transport to the conference venue due to its size. As such, it
will not be included in the live, in-person demonstration. For the
musical piece, we chose to use an excerpt from Beethoven’s 9th
Symphony, Ode to Joy, as it is a well-known piece of music that is
recognizable, does not have chords, and can be played easily within
a single octave, even by beginners.
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5 CONCLUSION
We demonstrated Gaze & Tongue, a novel interaction method com-
bining gaze tracking with tongue gestures. We proposed a nearly
invisible, hands-free, voice-free gesture modality that can be in-
tegrated into head-worn devices alongside gaze tracking systems
to solve the Midas Touch problem. We built an interface allow-
ing point-and-click functionality using IMU, PPG and EEG, non-
intrusive sensors that are already present in head-worn devices.
Finally, we showed the application of the interface to three hands-
free games and a musical instrument. Future work in this area
would increase the ecological validity of Gaze & Tongue by testing
it in more realistic scenarios such as when participants are driv-
ing, and collecting more resting-state data to handle non-gesture
movement with greater accuracy. We hope that Gaze & Tongue
will show new paths towards hands-free interaction methods that
do not depend on voice or dwell, allowing hands-free interaction
in a wider range of environments.
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